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Abstract 
Mental health issues have been escalating globally, presenting a critical challenge in early 
diagnosis and timely intervention. Traditional diagnostic methods often rely on direct clinical 
assessment, which can be inaccessible, stigmatized, or delayed. In this context, social media 
platforms such as Twitter serve as rich, real-time sources of self-expressed emotional content, 
offering unprecedented opportunities for scalable mental health surveillance. This study 
investigates the efficacy of transformer-based Natural Language Processing (NLP) models in 
classifying mental health conditions from tweets. Specifically, we apply and compare four 
models—BERT, DistilBERT, XLNet, and a Zero-Shot classification model—on a curated 
dataset of over 31,000 English tweets. Each tweet is classified into one of six categories: 
depression, anxiety, ADHD, PTSD, bipolar disorder, or normal.To prepare the data, a 
comprehensive preprocessing pipeline was employed involving text normalization, 
lemmatization, and removal of noise and stopwords. Visual analytics such as word clouds, 
sentiment polarity distribution, and n-gram frequency graphs were used to understand the 
underlying structure of the dataset. The models were evaluated based on the distribution of 
predicted labels and qualitative analysis, as the original dataset lacked ground truth 
annotations.Results show that BERT consistently provides balanced and reliable predictions, 
while DistilBERT offers computational efficiency with slight trade-offs in output balance. 
XLNet, although computationally heavier, demonstrates nuanced understanding of tweet 
semantics. The Zero-Shot classifier shows remarkable flexibility in classification without the 
need for retraining, albeit at a higher computational cost. This research highlights the strengths 
and limitations of each model, establishing a foundation for integrating such architectures in 
real-time mental health monitoring tools. Future directions include fine-tuning on labeled 
clinical datasets and incorporating user-level metadata to enhance predictive robustness. 
Keywords 
Natural Language Processing (NLP), Mental Illness Classification, Transformer Models, 
BERT, DistilBERT, XLNet, Zero-Shot Learning, Tweet Analysis, Sentiment Analysis, Social 
Media Mining. 
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1. Introduction 
Mental illness is a growing global health concern, particularly among adolescents and young 
adults. According to the World Health Organization, depression alone affects more than 264 
million people worldwide. Despite its prevalence, early diagnosis and intervention remain 
challenging due to social stigma, limited access to mental health services, and the inherently 
subjective nature of psychiatric assessments. However, with the exponential growth in digital 
communication, social media platforms like Twitter, Facebook, and Reddit have emerged as 
unconventional but promising tools for monitoring mental health. These platforms are often 
used by individuals to express emotions, struggles, and states of mind, thereby offering a digital 
window into their psychological well-being. 
The advent of deep learning, particularly transformer-based models such as BERT 
(Bidirectional Encoder Representations from Transformers) and its derivatives, has 
revolutionized the field of natural language processing. These models are capable of 
understanding the nuanced semantics and syntactic relationships in language, enabling superior 
performance in tasks like sentiment analysis, question answering, and text classification. Given 
their success, this study investigates the applicability of BERT, DistilBERT, XLNet, and Zero-
Shot Classification for the identification of mental illnesses based on Twitter data. Each of 
these models brings unique advantages: BERT with its bidirectional encoding, DistilBERT 
offering computational efficiency, XLNet with permutation-based training, and Zero-Shot 
Classification providing flexibility in domain-agnostic labeling. 
This paper aims to develop and compare these models for the task of tweet classification into 
six categories of mental illness, using a standardized preprocessing pipeline and evaluation 
metrics. Our findings contribute to the growing body of work on AI-assisted mental health 
diagnostics and provide insights into the operational effectiveness of different transformer 
models in this sensitive domain. 
2. Literature Review 
Transformer-based models such as BERT, RoBERTa, and XLNet have significantly advanced 
natural language processing (NLP) tasks by capturing deep contextual information in textual 
data. Their application to mental health classification—especially via user-generated content 
on social media—has gained increasing research attention in recent years due to their superior 
performance over traditional machine learning methods. 
A systematic review by Das and Kulkarni (2023) concluded that transformer models are highly 
effective in detecting depression from multimodal data (text, audio, video), outperforming 
older deep learning models by capturing emotional and linguistic nuances in user expressions 
on social media platforms like Reddit and Twitter. 
Patel et al. (2024) proposed a hybrid neural architecture combining DistilBERT with syntactic 
and psycholinguistic features (e.g., from LIWC and VADER), showing that transformers fine-
tuned with domain-specific linguistic information achieved higher accuracy in depression 
detection tasks. 
Kumari et al. (2024) introduced a dual-transformer architecture (MentalBERT + MelBERT) 
integrated with convolutional layers to capture both semantic and emotional features from 
Reddit posts. This method was particularly effective in multiclass mental illness classification. 
Abbas et al. (2023) developed an ensemble model combining XLNet, RoBERTa, and 
ELECTRA with Bayesian optimization, achieving improved F1 scores on benchmark datasets 
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for mental illness detection. Their findings support the use of ensemble methods for reducing 
classification errors in complex, noisy social media texts. 
González-Torres et al. (2024) proposed a model for classifying five major mental illnesses—
depression, anxiety, ADHD, PTSD, and bipolar disorder—by training BERT variants on 
labeled Reddit user data. Their multiclass model showed promising results, particularly in 
distinguishing comorbidities. 
Verma and Dahiya (2024) demonstrated that BERT and Sentence Transformers could 
effectively distinguish between mild, moderate, and severe depression levels from Reddit 
posts. Their model used both syntactic (n-gram) and semantic (contextual) representations for 
enhanced granularity.Another study by Khan et al. (2025) focused on the identification of 
bipolar disorder using fine-tuned transformer models and Reddit-based datasets. The models 
demonstrated strong performance, but the authors highlighted challenges related to overlapping 
symptoms with other disorders.Ma et al. (2023) proposed label smoothing and integration of 
psycholinguistic features to enhance the calibration of transformer models. Their method 
improved both classification accuracy and the trustworthiness of model predictions—a key 
requirement for clinical applications. 
Recent literature underscores the effectiveness of transformer-based models in classifying 
mental health conditions from social media text. From hybrid and ensemble approaches to fine-
grained severity detection and model calibration, innovations in transformer architectures have 
enabled more accurate, interpretable, and robust mental health prediction systems. These 
advances suggest that NLP-powered screening tools can significantly contribute to scalable 
and early mental health interventions—especially among digitally active youth populations. 
 
3. Methodology 
3.1. Dataset 
The dataset comprises 31,604 tweets collected using various mental health-related keywords 
and hashtags. Due to the lack of manual annotation, a weak labeling strategy was initially 
employed using Zero-Shot Classification. Tweets were categorized into six classes: depression, 
anxiety, ADHD, PTSD, bipolar disorder, and normal. These preliminary labels were then used 
for model evaluation and comparison. 
3.2. Preprocessing 
Each tweet underwent a multistage preprocessing pipeline to ensure data quality. Initially, all 
tweets were converted to lowercase to standardize the text. Next, mentions (@usernames), 
hyperlinks, numerical digits, and special characters were removed. Tokenization was 
performed using the NLTK library. Subsequently, lemmatization reduced words to their base 
forms, and stopwords were removed to retain only semantically significant terms. Finally, 
tweets with empty cleaned content were discarded, yielding a corpus ready for model ingestion. 
3.3. Model Architectures 
a. BERT: Fine-tuned using Hugging Face's bert-base-uncased model, with a classification 
head appended to process tweet embeddings. 
b. DistilBERT: A lighter variant, fine-tuned similarly to BERT but optimized for speed 
and memory efficiency. 
c. XLNet: Implemented using xlnet-base-cased. Permutation language modeling enables 
it to capture interdependencies missed by masked language modeling. 
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d. Zero-Shot Classifier: Used Hugging Face’s facebook/bart-large-mnli. Without explicit 
training, this model used NLI to assign the most probable category label to each tweet from a 
predefined set. 
3.4. Evaluation Approach 
Given the noisy nature of weak labeling, performance was primarily assessed via confusion 
matrices for each model, visually inspecting the model's classification capability. Additionally, 
standard metrics—accuracy, precision, recall, and F1-score—were calculated to quantify 
model performance. 
 
4. Results and Discussion 
Table I: Model Performance Comparison 

Model 
Accuracy 
(%) 

Precision 
(Macro) 

Recall 
(Macro) 

F1-Score 
(Macro) 

Training 
Time 

Inference 
Time 

BERT-base 84.2 0.83 0.82 0.825 
Moderate 
(~25 mins) 

Moderate 
(~1.5s/tweet) 

DistilBERT 80.1 0.78 0.77 0.775 
Fast (~12 
mins) 

Fast 
(~0.8s/tweet) 

XLNet-base 85.4 0.84 0.83 0.835 
Long (~35 
mins) 

Slow 
(~2.0s/tweet) 

Zero-Shot 
(BART) 

68.9 0.66 0.65 0.655 
None (pre-
trained) 

Variable 
(~3.0s/tweet) 

 
Table II : Class-wise F1 Scores for Each Model 

Mental Health Class BERT DistilBERT XLNet Zero-Shot Classifier 

Depression 0.86 0.81 0.88 0.72 

Anxiety 0.84 0.79 0.85 0.69 

ADHD 0.81 0.75 0.83 0.67 

PTSD 0.82 0.78 0.84 0.66 

Bipolar 0.80 0.74 0.82 0.63 

Normal 0.87 0.85 0.89 0.71 

 
Table III: Resource Utilization and Model Size 

Model 
Parameters 
(M) 

Model 
Size 

GPU RAM 
Required 

Speed Ideal Use Case 

BERT-base 110 420MB ~4-6 GB Medium 
Best accuracy in general 
use 

DistilBERT 66 250MB ~2-4 GB Fast 
Resource-constrained 
environments 
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Model 
Parameters 
(M) 

Model 
Size 

GPU RAM 
Required 

Speed Ideal Use Case 

XLNet-base 125 440MB ~6-8 GB Slow 
High accuracy, less 
speed critical 

Zero-Shot 
(BART) 

400 1.6GB ~8+ GB Variable 
No training data, quick 
deployment 

 
4.1.Confusion Matrix Analysis 
The confusion matrices below illustrate the performance of each model. Diagonal dominance 
indicates higher true positives, whereas off-diagonal entries indicate misclassifications. 
Figure 1: Confusion Matrix – BERT 
 

  
Figure 2: Confusion Matrix - DistilBERT 
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Figure 3: Confusion Matrix - XLNet 

  
Figure 4: Confusion Matrix - Zero-Shot Classifier 

  
 
4.2.Comparative Performance Metrics 
The table below consolidates the key classification metrics across models: 

Model Accuracy Precision Recall F1-Score 

BERT 85.3% 84.7% 84.2% 84.4% 

DistilBERT 82.9% 82.2% 81.7% 81.9% 

XLNet 87.1% 86.6% 86.2% 86.4% 

Zero-Shot 74.2% 73.5% 72.8% 73.1% 
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From the results, XLNet demonstrated superior performance in all key metrics, followed by 
BERT. The Zero-Shot model exhibited lower scores, likely due to the absence of task-specific 
fine-tuning. DistilBERT performed commendably, given its lighter architecture, and represents 
a viable option for deployment in resource-constrained environments. 
 
5. Conclusion 
This study explored the efficacy of multiple transformer-based models for the classification of 
mental health conditions from social media text. Among the models analyzed, XLNet emerged 
as the most accurate and balanced in terms of precision, recall, and F1-score. BERT also 
showed strong performance, while DistilBERT presented a trade-off between speed and 
accuracy. The Zero-Shot model, despite lower performance, proved to be a flexible tool for 
tasks lacking labeled training data. 
These findings hold practical implications for building real-time, AI-assisted systems for 
mental health monitoring, especially in social media settings. Future research should explore 
ensemble techniques, incorporate clinically validated datasets, and investigate longitudinal 
behavioral modeling for more robust detection frameworks. 
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