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Abstract 
The last two decades has been people posting about different aspects of their lives online. Be 
it their private life, their pets, parents, siblings, kids, etc. It has become a norm in the day-to-
day life of different bloggers and people who post videos online. Opinion mining/Sentiment 
Analysis falls under Natural Language Processing and is used to judge the sentiment expressed 
by the people. The sentiment could be positive, negative or neutral. We have used deep learning 
techniques like Recurrent Neural Networks, Convolution Neural Networks amongst others to 
find sentiments of different users in the domain of mobile reviews. Bi-directional Encoder 
Representations from Transformers gives the best accuracy score of 98% and an f-score of 
97%.  
Keywords: Deep Learning, Sentiment Analysis, Mobile reviews 
Introduction 
Since the recent few years social media has seen a rise in people expressing their opinions and 
views on different aspects of their lives. Be it posting a video online about their day-to-day life, 
expressing their opinions on a newly launched mobile phone, expressing their political views 
on a particular topic and so on. Companies can use this data to judge the quality of their 
products and services. This process is called as sentiment analysis. A particular review could 
be categorized as positive, negative or neutral. Some customers also express their opinions by 
rating the products using stars. With 1 star being the lowest and 5 stars being the highest. It is 
important to categorize the reviews so as to understand the future action to be taken regarding 
the product. 
Rest of the paper is structured as follows. The next section reviews the literature followed by 
the proposed methodology, followed by the findings, challenges and the conclusion of the 
paper.  
 
Literature review 
Raman R. et al. [1] used Naïve Bayes classifier to analyse sentiments in application reviews. 
The reviews were categorized as positive, negative and neutral. They achieved an accuracy 
score of 85% using the Naïve Bayes classifier. 
 
Lestari N. et al. [2] used word2vec embeddings and Convolution Neural Network technique to 
detect sentiment in mobile reviews. They achieved an accuracy score of 71% for aspect-based 
sentiment analysis. 
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Maroof A. et al. [3] used a hybrid framework of rule based and machine learning and deep 
learning techniques for aspect-based sentiment analysis. Accuracy score of 79% was achieved 
using the hybrid technique.   
 
Selamet B. et al. [4]  used BERT word embeddings to create vectors. GRU technique was used 
to perform aspect-based sentiment analysis on Indonesian Google play store reviews on mobile 
phones. An accuracy score of 93.39% was achieved on the mobile reviews using GRU 
technique. 
 
Tripathy A. et al. [5] performed document-based sentiment analysis on IMDB dataset of movie 
reviews using Support Vector Machine technique with an accuracy score of 95%. 
 
Roy G. et al. [6] used six deep learning techniques along with clustering to classify sentiments 
in Google play store reviews of mobile phones. All the techniques gave a good performance 
score in classifying the sentiments. 
 
Meng F. et al. [7] used multi head attention mechanism & multi-layer perceptron mixer model 
to perform sentiment analysis on educational app reviews. They compared the model with 
standard deep learning techniques to classify sentiments with performance scores of more than 
85%. 
 
Suryadi D. et al. [8] used Latent Dirichlet Allocation and SenticNet library to classify 
sentiments in digital bank applications.  
 
Nurmiati E. et al. [9] used Naïve Bayes and Latent Dirichlet Allocation techniques to classify 
sentiments and topic modelling on mobile banking reviews in Indonesian language with an 
accuracy score of 73.60%. 
 
Irianto M. et al. [10] used word2vec word embeddings for extracting features in application 
reviews. KNN method was used to perform sentiment analysis with an f-score of 91.98%. 
 
Putri C. et al. [11] used term frequency-inverse document frequency for word embeddings and 
Support Vector Machine to classify sentiments of website cosmetic reviews with an accuracy 
score of 90.4%. 
Alemerien K. et al. [12] used Support Vector Machine technique along with TF-IDF word 
embeddings to perform sentiment analysis of online reviews with an accuracy score of 97%. 
 
Jamadar J. et al. [13] used topic modelling and performed sentiment analysis on mobile banking 
reviews. LDA technique along with RoBERT technique was used for sentiment analysis. 
 
Putri M. et al. [14] performed aspect-based sentiment analysis on Indonesian app reviews using 
IndoBERT lite technique with an accuracy score of 85%. 
 
Table 1: Related Work. 
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References Objective of the paper 
Dataset 
Size 

Language 

Performance 
A: Accuracy 
P: Precision 
R: Recall  
F: F-score 

 

[1] 
Sentiment Analysis on 
Application reviews 

Motorku app  English 
Naïve Bayes 
A: 85% 

[2] 
Aspect based sentiment 
analysis on mobile 
reviews 

MyPertamina 
app 
1776 reviews 

Indonesian CNN A: 71% 

[3] 
Aspect based sentiment 
analysis on service 
industry 

Mobile 
reviews 
4165 
sentences 

English 
Rule + ML + 
DL 
A: 79% 

[4] 
Aspect based sentiment 
analysis on mobile 
reviews 

Google play  
7994 reviews 

Indonesian 
BERT + GRU 
A: 93.39% 

[5] 
Document level 
sentiment analysis on 
movie reviews 

IMDB English 
SVM 
A: 95% 

[6] 
Sentiment Analysis 
using Transformers 

Google play 
73483 
reviews 

English 
BERT 
A: 99% 

[7] 
Sentiment Analysis on 
mobile reviews 

Educational 
Apps 
13000 

English 
MHA-MLP 
model 
F: 86.96% 

[8] 
Sentiment Analysis on 
Digital Bank 
applications 

Digital Bank 
reviews 
7861  

English 
LDA 
 

[9] 
Sentiment Analysis on 
Mobile Banking 
reviews 

Mobile 
Banking 
45000 
reviews 

Indonesian 
Naïve Bayes + 
LDA 
A: 73.60% 

[10] 
Sentiment Analysis on 
Application reviews 

App reviews 
 

Indonesian 
KNN 
F: 91.98% 

[11] 
Sentiment Analysis on 
cosmetic product 
reviews 

Cosmetic 
products 208 
reviews 

English 
SVM 
A: 90.4% 

[12] 
Sentiment Analysis on 
online reviews 

Online hotel 
33575 
reviews 

English 
SVM 
A: 97% 
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[13] 
Sentiment Analysis on 
Mobile Banking 
reviews 

Mobile 
banking 3000 
reviews 

English 
RoBERT + 
LDA 
 

[14] 
Aspect based sentiment 
analysis of Indonesian 
app reviews 

5000 
Tokopedia 
reviews 

Indonesian 
IndoBERT 
A: 85% 

(All values are in percentages) 
Proposed Methodology 
The dataset chosen for this research study is the mobile reviews posted on the Amazon website. 
We extracted 71922 records. The dataset contains columns like date of posting the review, the 
name of the user who posted it, the review itself and the sentiment of the review (positive, 
negative or neutral).  
Python was the language chosen for the research study. Different libraries like nltk, pandas, 
keras, tensorflow, etc. were used. Data was unprocessed and therefore, preprocessing 
techniques like tokenization, removal of stop words, removal of unnecessary symbols, 
lemmatization, etc. Word2vec technique was used to convert text to vectors. The dataset was 
split into 80% for training and 20% for testing.  
Different standard models of deep learning neural networks like Artificial Neural Networks, 
Recurrent Neural Networks, etc. were used for training the model. The Results section contains 
more details about the techniques used for this research study. 
Overview of Evaluation Metrics 
The performance of the model used for this research study was judged on different performance 
metrics like accuracy, precision, recall and f-score. They are explained as follows: 
Accuracy (A) 
Accuracy metric is to be used when we are judging the performance of the model in terms of 
positives as well as negatives under consideration. 
A = (True Positive + True Negative) / (True Positive + True Negative + False Positive + False 
Negative) 
Precision (P) 
Precision metric is to be used when we are focusing on the class of positives and ignoring the 
class of negatives.  
P = True Positive / (True Positive + False Positive) 
Recall (R) 
Recall metric is to be used when we are focusing on the class of positive samples and class of 
false negative samples. 
R = True Positive / (True Positive + False Negative) 
F-score (F) 
F-score is the harmonic mean of precision and recall and works well on balanced as well as 
unbalanced datasets. 
F = (2 * precision * recall) / (precision + recall) 
Results and Discussion 
We used deep learning classifiers on the Amazon dataset of mobile reviews and the results are 
summarized in Table 2 below: 
Table 2. Performance of Machine Learning classifiers 



International Journal of Innovation Studies 9 (1) (2025) 

 

 1225

Techniques A P R F 
Artificial Neural 
Network 

87.2 91.99 92 91.99 

Recurrent Neural 
Network 

85.91 86.48 97.64 91.72 

Long Short-Term 
Memory 

85.83 87.23 96.39 91.58 

Bi-directional Long 
Short-Term Memory 

85.95 90.38 97.26 93.69 

Convolution Neural 
Network 

85.46 93.68 87.73 90.61 

Bi-directional Encoder 
Representations from 
Transformers 

91.57 94.01 95.54 94.77 

(All values are in percentages) 
From Table 2, it is clearly evident that Bi-directional Encoder Representations from 
Transformers with accuracy of 91.57%, precision of 94.01%, recall of 95.54%, f-score of 
94.77% gave the best performance measures. The f-score of all the classifiers were above 90%. 
Conclusion 
Sentiment analysis is a way to judge the polarity of the user opinions. From the Kaggle website, 
we downloaded a dataset on mobile phone reviews. We used different machine learning 
classifiers to train the model and found that Logistic Regression and Support Vector Machine 
gave the best performance on classifying the mobile reviews. In future work, we will include 
deep learning algorithms as well as transformers. 
Opinion Mining is used to judge the sentiment of reviews. We extracted mobile reviews from 
the Amazon website and used deep learning techniques to train the model and tested it on the 
testing dataset with different performance metrics. Bi-directional Encoder Representations 
from Transformers technique gave the best performance score with an accuracy of 91.57%.  
For future scope, we will work on different types in Natural Language Processing such as 
detection of sarcasm. 
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