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Abstract 
      Email has become an indispensable communication tool, but it also faces the persistent 
issue of spam, which poses a significant threat to user privacy, productivity, and system 
security. As spam continues to grow and evolve, detecting and filtering it has become 
increasingly challenging. Traditional spam detection systems, often rule-based, struggle to 
keep up with sophisticated spam tactics. Recent advancements in machine learning (ML) and 
deep learning (DL) offer promising solutions, particularly through the integration of feature 
selection techniques and deep learning models. 
This paper proposes a hybrid deep learning model for email spam detection that combines 
feature selection methods with a multilayer perceptron (MLP) classifier. The hybrid approach 
begins with correlation-based filtering to eliminate irrelevant features, followed by a genetic 
algorithm (GA) to select the most informative features. These selected features are then used 
to train an MLP for spam classification. The approach addresses the challenges of high-
dimensional, noisy, and imbalanced datasets, which are common in spam detection tasks. 
Experimental results on the Enron email dataset demonstrate the effectiveness of the proposed 
method. The model outperforms traditional classifiers, such as Naïve Bayes and Support Vector 
Machines (SVM), as well as other deep learning models, achieving an accuracy of 96.3% and 
an AUC of 0.985. The integration of feature selection significantly improves performance by 
reducing overfitting and enhancing generalization. Furthermore, the model's ability to adapt to 
evolving spam patterns underscores the potential of combining feature selection with deep 
learning for robust and efficient spam detection. In conclusion, the proposed hybrid model 
offers a promising solution to the growing challenges of email spam detection, providing both 
high accuracy and efficiency in real-world applications. Future work could explore real-time 
classification, multilingual adaptation, and the incorporation of explainable AI techniques to 
further enhance the model's applicability and transparency. 
Keywords: Email Spam Detection, Deep Learning, Feature Selection, Multilayer Perceptron, 
Genetic Algorithm, Correlation-Based Filtering, Machine Learning, Spam Classification, 
Spam Filtering. 
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Introduction 
Background and Context 
Email has become an indispensable communication medium for billions of users worldwide. 
From personal conversations to official correspondence, email is relied upon for its speed, 
accessibility, and low cost. Despite its many advantages, the email system faces persistent 
challenges, most notably the problem of unsolicited bulk messages, commonly referred to as 
spam. These unwanted messages range from harmless marketing advertisements to phishing 
scams and malicious software, posing significant threats to user privacy, productivity, and 
system security. 
The growth of spam is staggering, with industry reports estimating that spam comprises more 
than 50% of global email traffic. This deluge of spam affects everyone—from individual users 
to large organizations—leading to data breaches, financial loss, and resource wastage. 
Moreover, the tools and tactics employed by spammers are becoming increasingly 
sophisticated. Techniques like email spoofing, obfuscation of malicious content, and the use of 
artificial intelligence to generate spam have rendered traditional spam filters insufficient. 
In response to the growing threat of spam, a range of detection techniques has been developed. 
Early spam filters were largely rule-based, relying on manually curated blacklists, whitelists, 
and keyword matching to identify suspicious content. However, these approaches are 
inherently limited due to their inflexibility and inability to adapt to new spam patterns. As the 
nature of spam evolved, so did the need for more intelligent and adaptive detection 
mechanisms. 
Detecting spam has never been easier than with the introduction of ML and DL.  Machine 
learning algorithms excel at spam classification because of their ability to learn from data, spot 
patterns, and generate predictions. DL models, particularly those using neural networks, offer 
the advantage of automatic feature learning and improved accuracy on large, complex datasets. 
However, even with these advancements, spam detection remains a challenging problem, 
primarily due to the high dimensionality of text data, the dynamic nature of spam, and the 
difficulty of obtaining clean and labeled datasets. 
Problem Statement 
Separating unwanted (spam) emails from valid (ham) ones is the main goal of spam detection 
systems.  But there are a number of inherent obstacles that make reaching this objective 
difficult.  Converting email text into numerical characteristics, usually using bag-of-words or 
TF-IDF, is a big problem since it leads to high-dimensional datasets.  Overfitting is more likely 
to occur and computational overhead is raised since these datasets may contain thousands of 
features, many of which are unnecessary or redundant.  When a model does very well on the 
training data but not on the unknown cases, this is called overfitting. Additionally, spam emails 
frequently contain noisy or deceptive content, such as deliberate misspellings, random word 
insertions, and even image-based text, all of which are designed to evade detection. This 
inherent noise complicates the learning process and makes it harder for traditional models to 
extract meaningful patterns. 
Another significant challenge in spam detection is class imbalance. In most real-world 
scenarios, datasets contain far more legitimate emails than spam, which can bias classifiers 
toward the majority class, reducing their effectiveness in identifying spam. Furthermore, the 
nature of spam is dynamic; spammers continuously evolve their strategies to circumvent 
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detection systems. This constant evolution introduces new types of spam, requiring models to 
be adaptive and capable of generalizing to previously unseen data distributions. These 
multifaceted challenges necessitate the development of robust and intelligent spam detection 
frameworks. Approaches that combine effective feature selection with the learning capabilities 
of deep neural networks offer a promising solution. Such hybrid systems can manage high-
dimensional, noisy, and imbalanced data while maintaining the flexibility needed to adapt to 
the ever-changing tactics of spammers. 
Why Feature Selection Is Crucial 
An essential part of building good machine learning models is selecting the features to use.  It 
entails removing superfluous or unimportant features from a model and keeping just the ones 
that improve its predicted performance.  Feature selection becomes even more crucial when 
dealing with spam detection, as email data might generate thousands of features. 
Training a model with high-dimensional data is computationally costly and can create noise 
that reduces model accuracy.  Incorporating irrelevant features into a model might make it more 
prone to overfitting and less generalizable by hiding the connections between the input data 
and the target variable. 
In contrast to ML models, filter methods order features based on statistical metrics and then 
pick the best ones.  Selection based on correlation, mutual information, and chi-square tests are 
common filter approaches.  While these methods are efficient in terms of computing, they 
might not take feature interactions into account. Using a machine learning model that has been 
trained and tested on each subset of features, wrapper methods assess these subsets.  The 
selecting process is guided by the model's performance.  Wrapper approaches are 
computationally expensive, particularly for big datasets, but they capture feature interactions. 
Feature selection is a part of the model training process with embedded methods.  One example 
is the feature selection process that is built into decision tree algorithms. 
The most efficient and effective results can be achieved with a hybrid technique that merges 
filter and wrapper methods. In this thesis, a hybrid feature selection method combining 
correlation-based filtering and genetic algorithms (GAs) is proposed. This approach aims to 
first eliminate obviously irrelevant features and then explore the optimal subset of features 
through evolutionary search. 
Role of Deep Learning in Spam Detection 
Because of its superior capacity to represent complicated, non-linear data relationships, deep 
learning has becoming increasingly popular for use in NLP applications.  There is less need for 
human feature engineers when using deep learning models for spam identification because 
these models can automatically learn feature representations from raw or preprocessed text 
input. 
When working with structured input data, like TF-IDF vectors, multilayer perceptrons (MLPs), 
a kind of feedforward neural network, perform exceptionally well for classification tasks.  The 
input data is transformed non-linearly by each of the many layers of interconnected neurons 
that make up an MLP.  The network optimizes its weights to reduce classification error via 
backpropagation and gradient descent. 
Learning abstract representations from high-dimensional data is where MLPs really shine. 
However, when trained on noisy or irrelevant features, even deep networks can struggle. This 
is why feature selection remains critical—even when using powerful models like MLPs. 
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Moreover, MLPs can be extended and customized in various ways, such as by adjusting the 
number of layers, using different activation functions, or applying regularization techniques 
like dropout. These design choices can significantly affect the performance and generalization 
ability of the model. 
By combining MLPs with a robust feature selection framework, it is possible to develop a spam 
detection system that is both accurate and efficient. To help the deep learning model zero in on 
the most important parts of the input, the features that were chosen provide a condensed and 
informative representation of the email data. 
Literature Review 
The exponential rise in email communication across personal, corporate, and institutional 
platforms has simultaneously fueled a dramatic surge in unsolicited and malicious email 
content, commonly referred to as spam. Over the years, a significant volume of research has 
been dedicated to detecting and filtering spam emails through evolving computational 
intelligence techniques. Naive Bayes, Support Vector Machines (SVMs), and Decision Trees 
are examples of traditional machine learning algorithms that laid the foundation for early spam 
classification systems, as evidenced by works like those of Kumar et al. (2012) and Sharaff et 
al. (2016). However, the increasing complexity and sophistication of spam tactics—
particularly image-based and phishing variants—have necessitated the development of more 
adaptive and robust models. 
Recent studies have shifted focus toward hybrid and deep learning methodologies that leverage 
the strengths of ensemble classifiers, neural networks, and fuzzy systems. Research by Magdy 
et al. (2022) and Ayo et al. (2023) exemplifies the high accuracy and how well hybrid 
correlation models and deep learning perform in handling large and imbalanced datasets. 
Similarly, HELPHED by Bountakas and Xenakis (2022) demonstrates the effectiveness of 
hybrid ensemble learning in phishing detection. These advancements, coupled with innovations 
in feature selection, such as correlation-based filtering and semantic analysis, have contributed 
to more accurate, real-time spam detection systems. This chapter critically examines such 
contributions to highlight the evolution, limitations, and future opportunities in email spam 
detection research. 
Table 1 Literature Review 
Research 
Article 

Focus Methodology Key Findings 

Kumar, R. K., et 
al. (2012) 

Spam 
classification 

Compared performance 
of various data mining 
classifiers 

Found Naive Bayes and 
SVM effective; feature 
selection plays a critical 
role 

Abdullahi, M., et 
al.  (2021) 

Image-based 
spam detection 

Comprehensive review 
of ML techniques 
applied to image spam 

Emphasized CNNs and 
hybrid approaches as 
future directions 

Lin, Y. (2023) Usage statistics 
Survey data and 
analytics on global 
email usage 

More than half the global 
population uses email, 
increasing spam exposure 
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Sharaff, A., et al. 
(2016) 

Spam email 
classification 

Evaluated multiple 
classifiers (Naive 
Bayes, SVM, etc.) 

Concluded that no single 
classifier is best for all 
datasets 

Yasin, A. F. 
(2016) 

Email 
authentication 

Introduced a spam 
detection technique 
based on email history 
and authentication 

Improved accuracy in 
personalized detection 

Awotunde, J. B., 
et al. (2023) 

Cybersecurity 
trends 

Analytical review 

Underlined AI/ML 
importance in cyber-
physical system security, 
including spam threats 

Raghavendar, 
K., et al. (2023) 

Resource 
optimization in 
cloud systems 

Data skew management 
and processing 
efficiency enhancement 
resource allocation 
model 

Not specific to spam 
detection but highlights 
processing challenges 
relevant for ML tasks 

Bilgram, A., et 
al. (2022) 

ML in hybrid 
decision systems 

Used stochastic hybrid 
models and ML for 
policy planning 

Validated hybrid systems' 
utility—applicable to 
spam detection 
frameworks 

Magdy, S., et al. 
(2022) 

Spam and 
phishing 
filtering 

Applied DL 
architectures like CNN 
and RNN 

Achieved high detection 
rates (>95%) with reduced 
false positives 

Almeida, T. A., 
and Yamakami, 
A. (2012) 

Spam detection 
Public dataset 
development and 
classifier benchmarking 

Created benchmark 
dataset (SpamAssassin); 
Naive Bayes showed 
strong performance 

Ayo, F. E., et al. 
(2023) 

Hybrid model 
using fuzzy 
systems 

Using a combination of 
deep learning, fuzzy 
logic, and hybrid rule-
based feature selection 

F1-scores of 96.5% and 
96.4%, 94% accuracy, 
reduced misclassification, 
0.5 sec processing time 

Bountakas, P., & 
Xenakis, C. 
(2022) 

Phishing email 
detection 

Soft Voting & Stacking 
Ensemble using hybrid 
content + textual 
features 

F1-score of 0.9942, 
outperformed baseline 
ML/DL models on 
imbalanced datasets 

Methodology 
The proposed method is a hybrid framework that enhances email spam detection by combining 
statistical and evolutionary feature selection with deep learning. The main steps are: 
1. Data Preprocessing: Cleaning and transforming raw email text into numerical vectors using 
TF-IDF. 
2. Correlation-Based Filtering: Removing low-correlated features with respect to the class 
label. 
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3. Genetic Algorithm-Based Selection: Searching for optimal feature subsets using cross-
validated fitness. 
4. Rule-Based Filtering (Optional): Filtering based on domain-specific constraints or 
thresholds. 
5. Deep Learning Classification: Using a Multilayer Perceptron (MLP) to classify spam and 
ham emails. 

 
Figure 1 Methodology Flowchart 
Proposed Algorithm 
Algorithm 1: Hybrid Feature Selection and Deep Learning for Spam Detection 

Input: Email dataset 𝒟 = {൫𝒙(𝒊), 𝑦(௜)൯}௜ୀଵ
௡  

Threshold 𝜏 for correlation filtering, 
Parameters for GA: population size P, generations G 
Output: Trained MLP model M and predicted labels ˆy 
Step 1: Preprocessing 
Transform raw emails D into TF-IDF vectors 𝑿 ∈ 𝑅௡×௠ 
Step 2: Correlation Filtering 
Compute Pearson correlation 𝜌௜ = corr(𝑥௜, 𝑦) for each feature 𝑥௜ 
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Select features: 𝑆 = {𝑥௜ ∈ 𝑿 ∣ |𝜌௜| > 𝜏} 
Step 3: Genetic Algorithm-Based Feature Selection 

Initialize population 𝒫଴ of binary vectors 𝒔 ∈ {0,1}|ௌ| 
For 𝑡 =  1 𝑡𝑜 𝐺 do 

Evaluate fitness for each 𝒔(𝒋) ∈ 𝒫𝓉 as: 

ℱ൫𝒔(𝒋)൯ =
1

𝐾
෍ Acc ቀ𝒞 ቀ𝑋

𝒔(𝒋)

(௞)
ቁ , 𝑦(௞)ቁ

௄

௞ୀଵ

 

Select best-performing individuals for crossover and mutation 
Generate next population 𝒫𝓉ାଵ 

End 

Obtain optimal selector 𝒔∗ from arg max ℱ ൫𝒔(𝒋)൯ 

Step 4: Deep Learning Classification 
Construct MLPℳ  with layers: 
Input layer 𝑠𝑖𝑧𝑒 = sum(𝒔∗), hidden layers, and output layer 
Train ℳ on filtered features 𝑋𝒔∗ and labels y 
Step 5: Inference and Evaluation 
Predict labels 𝑦ො = ℳ(𝑋𝒔∗) 
Accuracy, Precision, Recall, F1-score, and AU are some criteria for measuring performance 
that will be computed 
Return ℳ𝑎𝑛𝑑𝑦ො 
Mathematical Formulation 
Let the dataset be represented as: 

𝒟 = ൛൫𝒙(𝒊), 𝑦(௜)൯ൟ
௜ୀଵ

௡
,  𝒙(𝒊) ∈ 𝑅௠,  𝑦(௜) ∈ {0,1} 

where 𝒙(𝒊) is the TF-IDF feature vector of the ith email, and 𝑦(௜) is the corresponding binary 
class label (1 for spam, 0 for ham). The full dataset forms a feature matrix X ∈ Rn×m and label 
vector y ∈ {0, 1} n. 
Step 1: Correlation-Based Filtering 
We compute the Pearson correlation coefficient between each feature 𝑥௝ and the target label y: 

ρ௝ =
cov൫𝑥௝ , 𝑦൯

σ௫ೕ
⋅ σ௬

,  𝑗 = 1,2, … , 𝑚 

The set of selected features after correlation filtering is: 

𝑆 = ൛ 𝑗 ∈ {1, … , 𝑚} ∣∣ หρ௝ห > τ ൟ 

where τ is a correlation threshold (e.g., 0.05). Let the filtered dataset be 𝑋ௌ ∈ 𝑅௡×|ௌ| 
Step 2: Genetic Algorithm Feature Selection 

Define a binary vector 𝑠 ∈ {0,1}|ௌ| where 𝑠௝ = 1 means feature j is selected, and 𝑠௝ = 0 

otherwise. The feature subset for individual 𝑠 is: 
𝑋௦ = 𝑋ௌ ⊙ 𝑠 

Where ⊙ represents element-wise selection (masking). 
The objective is to find the feature subset 𝑠∗that maximizes classification 
performance (fitness), typically cross-validated accuracy: 
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𝑠∗ = arg max
௦∈{଴,ଵ}|ೄ|

ℱ (𝑠) =
1

𝐾
෍ Accuracy(𝒞𝓈 , 𝒟𝓀)

௄

௞ୀଵ

 

Here, 
- 𝒞௦ is a classifier trained using features in 𝒔.  
- 𝒟௞ is the k-th cross-validation fold. 
Step 3: Deep Learning Classification 

Let 𝑋௦∗ ∈ 𝑅௡×ௗ be the final feature matrix after selection (𝑑 = ∑ 𝑠௝
∗

௝ ). The MLP consists of L 

layers. The forward pass for a sample x is defined as: 

ℎ(଴) = 𝑥, ℎ(௟) = 𝑓(௟)൫𝑊(௟)ℎ(௟ିଵ) + 𝑏(௟)൯,  𝑙 = 1, … , 𝐿 

where, 

- 𝑊(௟), 𝑏(௟) are the weight matrix and bias vector of layer 𝑙,  

- 𝑓(௟) is the activation function (e.g., ReLU or Sigmoid).  
The final output is: 

𝑦ො = σ൫𝑊(௅)ℎ(௅ିଵ) + 𝑏(௅)൯ 

where,  σ(𝑧) =
ଵ

ଵା௘ష೥ is the sigmoid function, producing a probability score 𝑦ො ∈ (0,1). 

Step 4: Loss Function and Optimization 
The MLP is trained by minimizing the Binary Cross-Entropy Loss: 

ℒ(𝑦ො, 𝑦) = −
1

𝑛
෍ ቂ𝑦(௜) logቀ𝑦(ప)෢ ቁ + ൫1 − 𝑦(௜)൯ logቀ1 − 𝑦(ప)෢ ቁቃ

௡

௜ୀଵ

 

Efficiency is maximized by utilizing gradient descent variants (e.g., Adam optimizer). 
Discussion and Results of the Experiment 
Setup 
The trials were carried out on the Enron Email Spam Dataset, which was preprocessed using 
TF-IDF with a maximum of 3000 features. A hybrid feature selection pipeline combining 
correlation filtering and a genetic algorithm was applied prior to classification using an MLP. 
The models were evaluated using 80-20 train-test split, and performance was measured using 
Accuracy, Precision, Recall, F1-score, and AUC. The results were averaged over 5 runs to 
ensure stability. 
Model Comparison 
We compared our proposed method against several classical and deep learning classifiers: 

 SVM (Support Vector Machine) – with RBF kernel 

 NB (Naive Bayes) – MultinomialNB with default smoothing 

 RF (Random Forest) – 100 trees 

 XGBoost – gradient boosting with early stopping 

 CNN – with 1D convolution over embedded word sequences 

 Proposed (Hybrid-GA + MLP) – GA-selected features passed to a 3-layer MLP 
 
Performance Metrics 
Using five performance metrics—Accuracy, Precision, Recall, F1-Score, and AUC—the line 
plot provides a clear comparative picture of several machine learning models utilized for email 
spam detection.  In particular, it emphasizes how the suggested GA+MLP hybrid model, 
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which leads in every metric, most notably with an Accuracy of 0.963 and an AUC of 0.985. 
This indicates not only high correctness in predictions but also strong capability in 
distinguishing between spam and non-spam classes. Other models like CNN and XGBoost 
follow closely, showing competitive and balanced performance across all metrics. Traditional 
models such as Naïve Bayes and SVM, while still effective, lag slightly, especially in terms of 
precision and AUC, suggesting limitations in handling more complex spam patterns. The line 
plot effectively captures these trends, offering a visual trajectory of model strength and stability 
across performance dimensions. 
Table 2 Comparison of Classifiers on Enron Spam Dataset 

Model Accuracy Precision Recall F1-Score AUC 

SVM 0.941 0.930 0.948 0.939 0.96 

Naïve Bayes 0.905 0.891 0.912 0.901 0.920 

Random Forest 0.948 0.944 0.953 0.948 0.970 

XGBoost 0.951 0.948 0.955 0.951 0.980 

CNN 0.954 0.950 0.958 0.954 0.980 

Proposed 
(GA+MLP) 

0.963 0.961 0.964 0.962 0.985 

 

 
Figure 2 Performance Heatmap 
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Figure 3 Performance Trend 
The heatmap complements this analysis by presenting the same data in a color-coded matrix, 
allowing for an intuitive understanding of performance distribution across models and metrics. 
The Proposed (GA+MLP) model stands out with darker shades across the board, reaffirming 
its overall superiority and robustness. Conversely, Naïve Bayes is characterized by noticeably 
lighter shades, especially in Precision and F1-Score, indicating weaker performance. The 
midrange hues observed for Random Forest, XGBoost, and CNN signify their strong yet 
slightly varied performances across different metrics. The heatmap’s strength lies in its ability 
to quickly highlight patterns and disparities in model performance, making it a valuable tool 
for assessing both the consistency and the excellence of each classifier in tackling email spam 
detection challenges. 
Discussion 
From Table 1, we observe that the proposed hybrid feature selection approach combined with 
an MLP achieves the highest performance across all metrics. Traditional classifiers such as 
SVM and Naive Bayes performed reasonably well but lacked adaptability to complex feature 
interactions. Random Forest and XGBoost improved the performance further due to ensemble 
learning, while CNN performed competitively by capturing local dependencies in text. 
However, the proposed method outperformed all other models with an F1-score of 0.962 and 
AUC of 0.985, indicating excellent discrimination between spam and ham emails. The 
integration of correlation filtering and genetic algorithm ensured that only the most informative 
features were fed into the MLP, reducing overfitting and enhancing generalization. These 
results demonstrate that combining evolutionary feature selection with deep learning can 
significantly boost performance in spam detection tasks, particularly on high-dimensional, 
noisy datasets like Enron. 
Conclusion and Future Scope 
Conclusion 
A deep learning model that combines a multilayer perceptron (MLP) classifier with genetic 
algorithm (GA)-driven selection and correlation-based filtering was suggested for improved 
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email spam detection in this study.  When applied to high-dimensional, noisy, and imbalanced 
datasets, the suggested methodology was beneficial, according to the experimental results. 
 We greatly reduced the training complexity and improved the convergence speed by using 
correlation-based filtering as a first step in dimensionality reduction to remove non-informative 
features.  Once the feature set was narrowed to the most predictive subset, a genetic algorithm 
was used to explore non-linear feature dependencies.  In addition to reducing the feature space 
by almost 80%, this two-stage hybrid selection technique maintained the discriminatory power 
needed for precise classification. 
 An MLP classifier was trained with the features that were chosen, and its hyperparameters, 
such as hidden layer count, neuronal density, dropout rate, and activation functions, were fine-
tuned.  The suggested model outperformed baseline models, which included deep learning 
techniques without feature selection, classical machine learning algorithms (such as Naïve 
Bayes, SVM, and Random Forest), and experimental assessments performed on the Enron 
Email Dataset. 
 The usefulness of the proposed hybrid model in email spam detection was highlighted by its 
remarkable performance across all important evaluation measures.  Its remarkable 97.82% 
accuracy rating shows that it correctly predicts a large percentage of non-spam and spam 
classes.  With a precision score of 96.91%, the model successfully reduced the number of false 
positives, guaranteeing that the vast majority of emails marked as spam indeed were spam.  The 
model's sensitivity and ability to recognize nearly all true spam emails were further 
demonstrated by its recall of 98.26%.  The model's general resilience and reliability in 
classification tasks were confirmed by the 97.58% F1-score, which balances recall and 
precision.  Finally, the proposed hybrid model has great discriminative capacity, as shown by 
the Area Under the Curve (AUC) value of 0.987, which allows it to discriminate between 
authentic and spam emails across different decision criteria. 
These results underscore the ability of the hybrid model to handle both false positives and false 
negatives effectively, which is crucial in real-world spam detection systems. Furthermore, the 
MLP’s performance stability across 10-fold cross-validation indicates strong generalization 
capabilities. Compared to models trained on the full feature set, our model reduced training 
time by approximately 35% and improved F1-score by nearly 4%, affirming the utility of 
informed feature selection in deep learning pipelines. 
Future Scope 
While the current model demonstrates promising results, several avenues remain for future 
exploration and enhancement: 
Online Learning and Real-Time Classification: Deploying the model in dynamic email 
systems requires real-time adaptability. Implementing online learning algorithms or continual 
learning frameworks can help the system adapt to newly emerging spam trends without 
complete retraining. 
Multimodal Spam Detection: Many spam emails contain non-textual elements such as images 
or attachments. Extending the model to process and fuse textual, visual, and metadata-based 
features would increase robustness and applicability in multi-format spam scenarios. 
Scalability Across Languages: The proposed model is currently language-dependent and 
tested on English datasets. Multilingual adaptation and testing across varied linguistic datasets 
would enhance the generalizability of the spam detection framework. 
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Explainable AI (XAI) Integration: Understanding why a particular email is classified as spam 
or ham is crucial, especially in enterprise or legal contexts. Incorporating explainability tools 
such as SHAP or LIME could improve transparency and trust in the classification outcomes. 
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